PhD Macro 2 Topic 5 Questions

1) Suppose we observe x4, ..., X7, Where:
Xt = PXt—1 + Ety & ~ NHD(O, O-Z)i Xog = My,

where mg is an known parameter representing the point at which the process was started. Derive
closed-form expressions for the maximum likelihood estimates of p and g. Show that the maximum
likelihood estimate of p is identical to the results of an OLS regression of x5, ..., X; on x4, ..., X7_1.

2) Suppose we observe xy, ..., X, where:
Xt = PXt—1 + ) & ~ NIID(O, 0-2): Xo = My,

where m; is an unknown parameter representing the point at which the process was started. Derive
closed-form expressions for the maximum likelihood estimates of p, ¢ and m,. Show that the
maximum likelihood estimate of p is asymptotically equivalent to the results of an OLS regression of
X3, oo, X1 ON Xq, ..., X7_q. Is the maximum likelihood estimator of m, consistent?

3) Prove the “useful property of the Normal distribution” from the slides in the case when U and V
are scalars.

4) [Part of a 2016 exam question.] Suppose that:
Zy = Zp1 T 0565
ar = Zt T 0g€qt

where €, 4, &4+ ~ NIID(0,1) (i.e. they are independent, identically distributed standard normals), and
where g, > 0 and g, > 0. Let F; = [a;, a;_1, ... | be all the available information in period t. l.e. a; is
observable, but z; is not.

Suppose that z;|F; ~ N(mg, v;).

(a) Prove that z;, 1 |Fry1 ~ N(meyq, Veiq), fully explaining your steps, and giving simple expressions
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for myy; and vyyq in terms of my, vs, a;yq, 0, and o,. You may assume that if [V] ~

u > > _ _
N ( U] ) [ZUU ZUVD; then U|V ~ N(uy + ZyvZyv (V — wy), Zyy — ZuvEvvZvy)-
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% < k < 1, and use this to show that as
t

t = oo, v; = v*, where v* is the unique value such that if v, = v*, then v, ; = v*.

(b) Prove that there exists k such that forallt € Z, 0 <

(c) Find the values of A and v* such that if z;|F; ~ N(m;, v*), then

Zep1|Feor ~ N((l - m, + latﬂ,v*).



5) Use the properties of the Kronecker product to convert the Kim et al. (2008) representation into a
VAR in [x1; x1:®@x1¢ x3.] asin the Kollmann (2013) estimation method. For “bonus points”,
derive the covariance matrix of the shock.

6) Complete the following exercises from “Methods for applied macroeconomic research” (Canova):
a)

Exercise 6.3 (Nonlinear state space model) Consider the model y; = oy + vig, sl =
ol + voy and suppose one is interested in 8. which is unobservable, as s oy. (In a trend-
cycle decomposition, 0 represents, e.g., the persistence of the trend). Cast the problem in a
state space format: show the state vector and display the matrices of the model.

b)

Exercise 6.4 Consider a vector MA process y; = e, + e;_, where e; ~ N(0,1). Show that
the optimal one-step ahead predictor for yiiy s Ypy1p = ﬁ—r_ﬁ[yt — yt|f—l]' Conclude that as
T — oc. the optimal one-step ahead predictor is just last period’s forecast error. (Hint:
Cast the process into a state space format and apply the Kalman filter).

c)

Exercise 6.16 Consider an AR(2) process y+ = Ao + A1yi—1 + A2yi—2 + e where e; ~
iid N(0,02). Show that the exact log likelihood function is L(¢) x —T log(oe) + 0.5log((1 +
A2)?[(1 — A2)? — A7) — 4221 — A2) (w1 — 9)° — 2A1(y1 — ) (w2 — 7) + (1 — A2) (32 — 7))
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—Z;fzg (ye—Ao Alf;;ﬁ‘qzyt_” where § = 1_—15‘141‘0_72 Which terms disappear if a condi-

tional likelthood approach is used? Show that ”%JL = ﬁ Zgﬂzg(yt — Aoy — AL vy —
P
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